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EDuCATIOn

massachusetts institute of technology
ph.d. in computer science
research focus: programming systems with and for llms
advised by michael carbin

2022 - PRESENT

massachusetts institute of technology
s.m in electrical engineering and computer science
Thesis: Inference Plans for Hybrid Probabilistic Inference

advised by michael carbin

2024

university of california, los angeles
b.s. in computer science and engineering

2018 - 2022

HOnORS AnD AWARDS

computing research association (cra) outstanding undergraduate
researcher award honorable mention

2022

InVITED TALKS

flip-hoisting: a probabilistic program optimization for exact inference
the international conference on probabilistic programming (probprog)

2021

COnFEREnCE PuBLICATIOnS

sharing state between prompts and programs
ellie y. cheng, logan weber, tian jin, michael carbin
international conference on learning representations (iclr)
https://arxiv.org/abs/2512.14805

2026

planned diffusion
daniel israel*, tian jin*, ellie cheng, guy van den broeck, aditya grover, suvinay subra-
manian, michael carbin
international conference on learning representations (iclr)
https://arxiv.org/abs/2510.18087

2026

mailto:ellieyhc@csail.mit.edu
https://elliecheng.com
https://github.com/ellieyhcheng
https://dspace.mit.edu/handle/1721.1/156162
https://arxiv.org/abs/2512.14805
https://arxiv.org/abs/2510.18087


learning to keep a promise: scaling language model decoding
parallelism with learned asynchronous decoding
tian jin*, ellie y. cheng*, zack ankner, nikunj saunshi, blake m. elias, amir yazdanbakhsh,
jonathan ragan-kelley, suvinay subramanian, michael carbin
international conference on machine learning (icml)
https://arxiv.org/abs/2502.11517

2025

inference plans for hybrid particle filtering
ellie y. cheng, eric atkinson, guillaume baudart, louis mandel, michael carbin
principles of programming languages (popl)
https://arxiv.org/abs/2408.11283

2025

how can i explain this to you? an empirical study of deep neural net-
work explanation methods
jeya vikranth jeyakumar, joseph noor, yu-hsi cheng, luis garcia, and mani srivastava
advances in neural information processing systems (neurips)

2020

nOn-ARCHIVAL PuBLICATIOnS

expressing and exploiting parallelism in language model decoding
tian jin*, ellie y. cheng*, michael carbin
workshop on large language model (llm) agents, iclr

2024

verifying performance properties of probabilistic inference
eric atkinson, ellie y. cheng, guillaume baudart, louis mandel, michael carbin
the workshop on verification of probabilistic programs (veriprop)
https://arxiv.org/abs/2307.07355

2023

flip-hoisting: a probabilistic program optimization for exact inference
yu-hsi cheng, steven holtzen, guy van den broeck, todd millstein
the international conference on probabilistic programming (probprog)
https://elliecheng.com/publications/ChengPROBPROG21.pdf

Extended draft: https://arxiv.org/abs/2110.10284

2021

EXPERIEnCE

basis ai
research intern

JUN - AUG 2024

stripe
software engineering intern

JUN - SEP 2022

meta platforms
software engineering intern

SEP - DEC 2021

meta platforms
software engineering intern

JUN - SEP 2020
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statistical and relational artificial intelligence lab, ucla
undergraduate research assistant

JAN 2020 - JUN 2022

networked & embedded systems lab, ucla
undergraduate research assistant

OCT 2019 - SEP 2021
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